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1. Overview

Boot-RAID: a RAID array that functions as a system disk (bootable drive or volume). In most cases, a
Boot-RAID is configured as a redundant RAID array (RAID 1, 10), as it adds a layer of data security to
the OS.

Boot-RAID volumes must be created before an OS can be installed; a bootable drive cannot be
converted into a RAID array. Administrators can configure the array depending on the AIC using the
AIC’s UEFI tool.

Note: Though a Boot-RAID array can be moved from one HighPoint solution to another within the
same product class and remain recognized, the Boot-RAID is unlikely to remain bootable. This isn’t
unique to HighPoint or RAID in general. Boot volumes (this includes bootable, single disks) are
generally “tied” to the computing platform in place at the original OS installation. The Boot-RAID
volume would be recognized and readable but could not be used to boot another system.

The following is a table of Operating Systems and NVMe RAID AICs.

Table 1: Supported Operating Systems and NVMe RAID AICs

Supported NVMe RAID AICs e R7628A
e R7608A
e R7528D

Supported Operating Systems Microsoft Windows

e Windows 11

e  Windows 10

Microsoft Windows Server

e  Windows Server 2022

e  Windows Server 2019

e  Windows Server 2016
Microsoft Windows Hyper-V Server
e Hyper-V 2019

Red Hat Enterprise Linux

e  Red Hat Enterprise Linux 9.4
Rocky Linux

e Rocky Linux 9.4

Debian

e Debian 12.5

Ubuntu

e  Ubuntu Server 24.04

e  Ubuntu Desktop 24.04
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2. Prerequisites
To configure a bootable NVMe RAID array, please perform the following operations.

2.1. Prepare Your Hardware for Installation

The NVMe RAID AIC needs to connect the disks for a bootable NVMe RAID array.
The NVMe RAID AIC must be installed into a PCle slot.
Remove all the NVMe SSDs not physically attached to the NVMe RAID AIC from your system.

bl

Disconnect the system from the internet and any local network.

Note: If connected to the Internet, the system will automatically update the latest kernel after the
installation is complete without saving the initial version of the kernel, which will result in the
system not booting correctly after the installation is complete.

2.2. Prepare Two USB Flash Drives

1. Prepare two USB flash drives formatted as FAT32.

2. The first USB flash drive is used as a bootable USB flash drive. You can use third-party software
to flash the operating system to a USB flash drive.

3. The second USB flash drive is used to save the files the operating system needs, such as Linux
open source driver, binary driver, and Windows driver.

You must extract HighPoint NVMe Linuxxx.xx x86 64 vx.x.Xx XX xxX_xx.tar.gz to a USB flash
drive’s top(/) directory. It will look like:

root@test-Super-Server: /home/test/Downloads# tar zxvf HighPoint NVMe ubuntu24.04 x86_64 v1.8.0.0_24 06 03.tar.gz
hptdd/

hptdd/60-persistent-storage-hptblock.rules

hptdd/boot/

hptdd/boot/hptnvme6.8.0-31-genericx86_64.ko.gz

hptdd/hptblock

hptdd/hptdryv
hptdd/postinst.sh
hptdd/postinst2.sh
hptdd/preinst.sh
hptdd/readme. txt

2.3. Adjust System EFI Settings

Adjust the UEFT settings. Allow the option ROM settings for third-party devices to load. Different
motherboards will provide different UEFI-related BIOS settings. Please consult your motherboard’s
user manual for more information. This section provides examples of two different types of
motherboard BIOS menus.

1. Set UEFT setting with SuperMicro X11DPi-NT motherboard as an example.
a.  Boot the system and access the motherboard BIOS menu.
b.  Select the Boot tab and set the Boot Mode Select to UEFIL.

ptio Setup Util Megatrends, Inc.

IFPMI  Event L

Boot Confizuration alselect boot mode LegacusUEFI

LEBACY to EFT Support [Disabled]

FIXED BOOT ORDER Priorities
Boot Option #1
Boot Option #2
Boot Option #3

[UEFT Hard Disk]
1

Boot Option #4
Boot Option #5
Boot Option #6
Boot Option #7
Boot Option #8
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c.  Select Advanced—>PCle/PCI/PnP Configuration-> CPUSlot PCI-E OPROM to EFL.
NVMe AIC is connected to motherboard CPU1 Slot 2 PCI-E X16; then you should set “CPU1
Slot 2 PCI-E X16 OPROM” to “EFI1”.

Aptio Setup Utility

CPUL SLOT2 PCI-E 3

Note: If the OPROM is not configured correctly, the UEFI driver will not load correctly!

2. Set UEFI setting with ASUS Pro WS WRX90E-SAGE SE motherboard as an example.
a.  Set Boot from Storage Devices to UEFI only.

Baolt fromn Storage Devices [UEFT onlyl

b. And Boot Device Control to UEFI Only or UEFI and Legacy OPROM.

Boot Dewice Control [UEFT and Legacy OPROM]

Note: If the OPROM is not configured correctly, the UEFI driver will not load correctly!

HighPoint Technologies, Inc
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2.4. Adjust Secure Boot Setting

The Windows Boot-RAID supports Secure Boot enabled and disabled.

The Linux Boot-RAID supports Secure Boot disabled. If Secure Boot is enabled, the HighPoint driver
can not work.

Set UEFI setting with SuperMicro X11DPi-NT motherboard as an example.
1. Boot the system and access the motherboard BIOS menu.

2. Set Secure Boot to Disabled/ Enabled.

Secure Boot [Disabled]

Disabl
Enabled

HighPoint Technologies, Inc 5
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2.5. Create a RAID Array

To create a RAID, perform the following steps:

1.

2.
3.

4.

5.

Power on the motherboard—>the BIOS Setting—> Advanced, HighPoint RAID Management
Utility should appear.

¥ HighPoint RAID gement Utility

Enter HighPoint RAID Management Utility and select Create RAID....
A disk list will appear, displaying all available disks.

Select the RAID type from the dropdown list. Use the keyboard or mouse’s up and down keys to
select the RAID type and press Enter.

Select RAID tupe from

Select the disk that needs to create a RAID array and the status of the disk changes from Disabled
to Enabled.

[Enabled]

HighPoint Technologies, Inc
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6. Use the keyboard to input the space (GB) you want to set aside for this array. You can decide how
much storage capacity will be assigned to the array.

ity (BB)

7. Select and press to create RAID to complete the RAID Array creation. A pop-up window prompt:
Are you sure to create RAID0 with following disk(s). Press the Enter key to confirm.

8. A pop-up window will state that RAID*** creation succeeded. Press the Enter key to confirm
the operation again.

INFD

RAIDO_OCDRESEL (RAIDO) creation

HighPoint Technologies, Inc 7
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3. Install the Windows OS in a RAID array

Please install the Windows operating system in a RAID array following the following sections.
1. Insert a bootable USB flash drive into the target system.
2. Boot the system using a bootable USB flash drive.

3.  Windows setup begins; follow the on-screen prompts. When Windows asks, “Where do you want
to install Windows?” you should see several legacy disks (one for each SSD installed into the
NVMe RAID AIC).

@ off) Windows Setup

Where do you want to install Windows?

Neme Totalsize  Freespace

 Drive 0 Unallocated Space 9315 GB 9315GB

~ Drivel Unallocated Space 9315GB 931.5GB
= Drive 2 Unallocated Space 1863.0 GB 1863.0 GB

- Drive 3 Unallocated Space 18630 GB 18630 GB

= Drive 4 Unallocated Space 4658 GB 4658 GB

#3 Refresh 7< Delete & Format ¥ New

& Load driver :’ﬁagem

2 Installing \

4. Insert a file USB flash drive with the Windows open source driver into the target system.

5. Click “Load driver” in the pop-up window, and click “Cancel”.

@ off) Windows Setup

Select the driver to install

Load driver ==

To install the device driver for your drive, insert the installation media containing the
driver files, and then click OK.

Mote: The installation media can be a CD, DVD, or USB flash drive.

Bowse | [ ok | [ Concel

B Hide unvers macaren L1 LIS COTTpULer 5 Marawa

Browse Rescan

1 Collecting information 2 Installing Windows
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6. Insert a USB flash drive that contains the Windows driver into the motherboard USB slot and click
“Browse”. Select the driver file as shown:

@ o) Windows Setup

Select the driver to install

Jl\HighPoint_NVMe_G5_RAID_Windows: Software vi4.0.01_ 24 04 30\Installer Package\Driver |
76084\HighPeint_NVMe_G5_RAID_Windows_Software_v1.4.0.0.1_24_04_30\Installer Package\Driver\|

Hide drivers that aren't compatible with this computer's hardware.

[ Browse Rescan

1 Collecting information 2 Installing Wi

Note: The driver revision shown in the screenshots may not correspond with current software
releases. Please download the latest driver from the AIC’s Software Updates page.

7. After loading the driver, return to the “Where do you want to install Windows?” interface. The
previous legacy disks will now be recognized as a RAID array:

@ o) Windows Setup

Where do you want to install Windows?

Name Totalsize  Freespace Type

' Drive 0 Unallocated Space 37255 GB 37255GB

4 Refresh 7€ Delete # Eormat

# L oad driver j&sgsnd

1 Collecting information 2 Installing Windows

8. Continue and complete the Windows installation procedure.
9. Boot into the Windows and disable Hibernation.
a. Enter the command to turn off hibernation.

#powercfg /h off

B8 Administrator: Command Prompt

HighPoint Technologies, Inc 9
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b. Enter the command to check that the quick shutdown is turned off.
#powercfg /a

able on this

Note: If you do not turn the hibernation functionality off, you may experience the following
problems:

® Shutdown time is extended by an additional 3-5 minutes.

® You cannot shut down properly; you need to manually press the power switch button of
the motherboard to power off the system.

HighPoint Technologies, Inc 10
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4. Install the Ubuntu OS in a RAID array

Please disconnect from the network and follow these steps to install the Ubuntu operating system in a
RAID array.

1. Insert a bootable USB flash drive into the target system.
2. Boot the system using a bootable USB flash drive.

rity Boot [EERERCREIE

Save Options

Discard Changes and Exit
Save Changes and Reset
Save Changes

Discard Changes

Default Options

Restore Optimized Defaults
Save as User Defaults
Restore User Defaults

Boot Override

(BI7/D0/F0) UEFT PHE: IPwd Intel(R) 1350 @igabit Network

3. Block the system kernel module so that NVMe SSD is not occupied by the system driver.

a. When the Installation screen appears, press e key to edit boot command line option.

#Try or Install Ubuntu Server

Boot from
UEFT Firmu

b. On the edit command window, move the cursor to the end of the line “linux
/casper/vmlinuz...”, and append “modprobe.blacklist=nvme,mpt3sas”.

GNU

c. Press CTRL+X or F10 to start the system.
4. Install the binary driver in a RAID array.
®  For Ubuntu Server:
Example: Ubuntu Server 24.04

a.  When the following window appears during installation. Press ALT+F2 to switch to the shell
on console 2.

fipo NoxanosaTe! Helkom!

r than 1.@

c. Switch to root privileges.

HighPoint Technologies, Inc 11
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ubuntu-server@ubuntu-server: ™% sudo su

root@ubuntu-ser Ahomesubuntu-s

d. Execute the following command to create a mount point for the USB flash drive.
#mkdir /hptdd

e. [Execute the following command to mount the USB flash drive to /hptdd.
#mount /dev/sdal /hptdd/

f. Execute the following command to copy the binary driver installation file to the system’s
temporary directory.

#cp -a /hptdd/hptdd /tmp/

g. Execute the following command to unmount the USB flash drive.
#umount /hptdd

™0

umount

h. When the USB flash drive is unmounted, please unplug the USB flash drive from the system.
i. Execute the following command to load the NVMe AIC binary driver.

up this d

Encrypt the

l.  When the screen shows Install complete! Press ALT+F2 to the shell and type the following
command to install the NVMe AIC binary driver.

#sh /tmp/hptdd/postinst.sh
- o

u untu

partitions.

hi r 2
A message will be displayed that the driver has been installed successfully.

HighPoint Technologies, Inc 12
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m. Press ALT+F1 to switch back to the installation screen and finish the installation.

®  Ubuntu Desktop:

a.

Example: Ubuntu Desktop 24.04

When the following window appears during installation. Open the Terminal.

Welcome to Ubuntu x

Choose your language:

Dansk
Deutsch
Eesti

& Ubuntu

Espanol

Esperanto

Fuskara

[ ] Next

Switch to root privileges.

root@ubuntu: /home/ubuntu

Execute the following command to create a mount point for the USB flash drive.
#mkdir /hptdd

Execute the following command to mount the USB flash drive to /hptdd.
#mount /dev/sdb1 /hptdd/

Execute the following command to copy the binary driver installation file to the system’s
temporary directory.

#cp -a /hptdd/hptdd /tmp/

Execute the following command to unmount the USB flash drive.

#umount /hptdd
root@ubuntu: /home/ubuntu# mkdir /hptdd
root@ubuntu: /home /ubuntu# mount /dev/sdal /hptdd/

root@ubuntu: /home /ubuntu# cp -a /hptdd/hptdd/ /tmp/
root@ubuntu: /home/ubuntu# umount /hptdd/

When the USB flash drive is unmounted, please unplug the USB flash drive from the system.

Execute the following command to load NVMe AIC binary driver.
# sh /tmp/hptdd/preinst.sh

root@ubuntu: /home/ubuntu# sh /tmp/hptdd/preinst.sh
This step succeeded!

Close the Terminal and continue the installation.

HighPoint Technologies, Inc
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j- Select the previously created RAID.

Disk setup x

How do you want to install Ubuntu?

( @ FErasediskand install Ubuntu

/\ P Start from scratch on your selected disk

T - =
r’ Advanced features. None selected
S8
s o i

stomized disk setups.

Back ® Next

k. Verify information and start installation.

Ready toinstall ) 2

Review your choices

General

Eracedick and Inctall Ubunty
hptblock11n0p
Derault selection

Appic:

Security & more

None
None

Partitions

partition hptblockt1n0p1 Formatted as fat32 used for
boot/efi
partition hptblock11n0p2 formatted as extd used for /

Back L]

l.  When the screen shows Install complete! Open the Terminal and enter the following
command to install the NVMe AIC binary driver.

#sh /tmp/hptdd/postinst.sh

root@ubuntu: /home/ubuntu

:-$ sudo su
root@ubuntu: /home/ubuntu# sh /tmp/hptdd/postinst.sh
Running in chroot, ignoring request.
Running in chroot, ignoring request.
[Sourcing file "/etc/default/grub’
Sourcing file °/etc/default/grub.d/90_ iommuoff.cfg'
Generating grub configuration file ...
Found linux image: /boot/wmlinuz-6.8.0-31-generic
Found initrd image: /boot/initrd.img-6.8.0-31-generic
Found memtest86+ 64bit EFI image: /boot/memtest86+x64.efi
Warning: os-prober will not be executed to detect other bootable partitions.

Systems on them will not be added to the GRUB beot configuration.
ICheck CRUB_DISABLE_OS_PROBER documentation entry.

dding boot menu entry for UEFI Firmware Settings ...

done

setdefaultkernel:No change.
We have completed the driver installatien.
root@ubuntu: /home/ubuntu# I

m. Close the Terminal and finish the installation.

HighPoint Technologies, Inc
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5. If you want to boot from another kernel, please install the NVMe AIC open source driver after

entering the system.

a. Boot the system.

Save & Exit

Save Dptions

Blscard Changes and Exit
Save Dhanges and Re et
Save Changes

Discard Changes

Save as User Defaults
Restore User Defaults

Euut DUEPPldE

S"E,»*'DO,&‘FOI UEFI FHE: IF‘U4 Iﬁtel 1 1350 Gigabit

b. Enter the following command to extract the HighPoint RAID Software package:

#tar zxvf HighPoint. NVMe_GS5_Linux_Software vx.X.Xx XX XX Xx.tar.gz

root@test-Z790M-AORUS-ELITE-AX: /home/test/Downloads# tar zxvf HighPoint_NVMe_G5_
RAID_Linux_Software_v1.8.0.0.0_24_85_27.tgz

c. Enter the following command to install the HighPoint RAID Software.
#sh setup.bin (or ./setup.bin)

root@test-Z790M-AORUS - ELITE-AX: /home/test/Downloads# . /setup.bin

erifying archive integrity... All good.

Uncompressing HighPoint NVMe G5 RAID Linux Software package installer.

Verifying archive integrity... All good.

Uncompressing HighPoint NVMe RAID Controller Linux Open Source package installer.

ca ead /etc/init.d/udev: No such file or directory

: can't read /etc/init.d/udev: No such file or directory

ing and installing required toolchain and utility ...
1ling program make ... done

Installing program gcc ... done
Found program perl (/usr/bin/perl)
Found program wget (/usr/bin/wget)
Sourcing file °/etc/default/grub’
[Generating grub configuration file ...
Found linux image: /boot/vmlinuz-6.8.0-31-generic
Found initrd image: /boot/initrd.img-6.8.0-31-generic
Found mem 6+ 64bit EFI image: /boot/memtest86+x64.efi
Warning: prober will not be executed to detect other bootable partitions.
Systems on them will not be added to the GRUB boot configuration.
[Check GRUB_DISABLE_OS_PROBER documentation entry.
Adding boot menu entry for UEFI Firmware Settings ...
done
ISynchronizing state of hptdrv-monitor.service with SysV service script with /usr/lib/systemd/systemd-sysv-install.
Executing: /usr/lib/systemd/systemd- install enable hptdrv-monitor
update-rc.d: i nable action will have no effect on runlevel 1

erifying archive integrity... All good.
g HighPoint Web RAID Management Software package LNSTALler. .. ... ......eees eensoseseneenenenneneenes]

readline lib is alreadv i
removing previous hptsvr(
ting for hptsvr to be termnated
1ling hptsvr(
1ling related
[Configuring service..
Starting hptsvr daemon.

d. Manually restart the system.

e. Execute the following command to download package information from all configured

sources. (please connect to the internet) to install available upgrades of all packages currently

installed on the system.

#apt-get update

root@test-Super-Server: /home/test/Desktop# apt-get update
http://archive.ubuntu.com/ubuntu noble LnKelease | 256 kB]
http://security.ubuntu.com/ubuntu noble-security InRelease [126 kB]

http://security.ubuntu.com/ubuntu noble-security/main amdé64 Packages [186 kB]
http://security.ubuntu.com/ubuntu noble-security/main Translation-en [29.8 kB]
http: ity.ubuntu.com/ubuntu noble-security/main amd64 Components

HighPoint Technologies, Inc
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f. Execute the following command to install available upgrades of all packages currently
installed on the system.

#apt-get upgrade

Reading state information.
Calculating upgrade... Done
The following upg v 1

ng:
libnautilus-exte systend libpa es libpam-nodules-bin libpan-runtime libpam-sys
libudevl nautilus nautilus-data end systend-dev nd-oomd
cd tzdata udev

HighPoint Technologies, Inc

16



HighPoint NVMe RAID AIC BootRAID Installation Guide

S. Install the RHEL OS in a RAID array

Please disconnect from the network and follow these steps to install the Red Hat Enterprise Linux
operating system in a RAID array.

1. Insert a bootable USB flash drive into the target system.
2. Boot the system using a bootable USB flash drive.

Main IFMI Event Logs Security Boot [EERCRCRaiR:

Save Options

Discard Changes and Exit
Save Changes and Reset
Save Changes

Discard Changes

Default Options

Restore Optimized Defaults

Save as User Defaults
Restore lUser Defaults

Boot Override

(BI7/D0/F0) UEFI PXE: IPwd Intel(R) 1350 Gigabit Metwork

3. Block the system kernel module so that NVMe SSD is not occupied by the system driver.
Example: Red Hat Enterprise Linux 9.4

a. When the Installation screen appears, press e key to edit boot command line option.

b. On the edit command window, move the cursor to the end of the line “linux
efi/images/pxeboot/vmlinuz.

>

>, and append “modprobe.blacklist=nvme,mpt3sas”.

c. Press CTRL+X or F10 to start the system.
4. [Install the binary driver in a RAID array.

a. When the following window appears during installation. Press CTRL+ALT+F2 to switch to
the shell on console 2.

Note: The shortcut to switch to the shell may be different for different Red Hat Enterprise
Linux versions.

b. Execute the following command to create a mount point for the USB flash drive.
#mkdir /hptdd

c. Execute the following command to mount the USB flash drive to /hptdd.
#mount /dev/sdal /hptdd/

HighPoint Technologies, Inc
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d.

Execute the following command to copy the binary driver installation file to the system’s
temporary directory.

#cp -a /hptdd/hptdd /tmp/

Execute the following command to unmount the USB flash drive.
#umount /hptdd

[Red Hat Enterprise Linux 9.4 (Plow)
[Kernel 5.14.8-427.13.1.e19_4.x86_64 on an xB6_61

[anaconda root@localhost mkdir shptdd/

root@localhost mount sdevssdbl shptdds
root@localhost cp -a hptdd/hptdd/ tmp/
root@localhost umount <hptdd”
root@localhost

When the USB flash drive is unmounted, please unplug the USB flash drive from the system.

Execute the following command to load the NVMe AIC binary driver.
#sh /tmp/hptdd/rhel-install-step1.sh

[anaconda root@localhost ~1# sh ~tmp-hptddsrhel-install-stepl.sh
Driver Installation

Driver installation step 1 completed.

Press ALT+F6 to switch back to the installation screen and continue the installation.

Select Installation Destination and click Refresh.

Select the previously created RAID.

HighPoint Technologies, Inc
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k. Set Software Selection and choose Server with GUI and Development Tools.

l.  Set the Root Password and create the User to begin the installation.

INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 5.4 INSTALLATION

& SecuriyProfe

If the following information is displayed during the installation, select Yes.

m. When the screen shows Install complete! Press CTRL+ALT+F2 to the shell.
n. Execute the following command to copy the binary driver installation file to the system.

#cp -r /tmp/hptdd /mnt/sysimage/tmp/hptdd

o. Execute the following command to switch to the top(/) directory.

#chroot /mnt/sysimage/

p- Execute the following command to install the NVMe AIC binary driver.

#sh /tmp/hptdd/rhel-install-step2.sh
A message will be displayed that the driver has been installed successfully.

q. Execute the following command to delete the NVMe AIC binary driver file.
#rm -rf /tmp/hptdd

HighPoint Technologies, Inc 19
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r. Execute the following command to exit the top(/) directory.

ocalhost ~Ii# cp -r ~tmprshptdd ~mnt-sysimage tmp-hptdd
[anaconda root@localhost ~1# chroot /mmtrsysimage~
[anaconda root@localhost ~1# sh -tmpshptddsrhel-install-stepZ.sh
Driver Installation

pdating 5.14.8-427.13.1.e19_4.x86_64. ..

Driver installation step 2 completed.

[anaconda root@localhost ~1# rm -rf stmpshptdd-
[anaconda root@localhost ~1# exit

exit

s. Press ALT+F6 to switch back to the installation screen and finish the installation.

5. If you want to boot from another kernel, please install the NVMe AIC open source driver after
entering the system.

a. Boot the system.

Save Options

Discard Changes and Exit
Save Changes and Reset
save Changes

Discard Changes

Default Options

Restore Dptimized Defaults
save as User Defaults
Restore User Defaults

Eoot Ouercide

anager (R JBVIC

b. Enter the following command to extract the HighPoint RAID Software package:

#tar zxvf HighPoint NVMe GS Linux Software vx.X.Xx XX_XX_Xx.tar.gz

c. Enter the following command to install the HighPoint RAID Software.
#sh setup.bin _(or ./setup.bin)

/hptdryv-monitor

d. Manually restart the system.

e. Execute the following command to download package information from all configured
sources. (please connect to the internet) to install available upgrades of all packages currently
installed on the system.

#yum update

[root@localhost test]#

Updating Subscription Management repositories.

Last metadata expiration check: 8:01:38 ago on Tue 11 Jun 2024 01:04:51 PM CST.
Dependencies resolved.

Package Archite
Installing:
kernel x86_64

f. Execute the following command to install available upgrades of all packages currently
installed on the system.

#yum upgrade
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[robt@localhost test]# yum upgrade
Updating Subscription Management repositories.
Last metadata expiration check: 0:25:5% ago on Tue 11 Jun 2024 ©1:09:38 PM CST.

Dependencies resolved.

HighPoint Technologies, Inc
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6. Install the Rocky Linux OS in a RAID array

Please disconnect from the network and follow these steps to install the Rocky Linux operating system
in a RAID array.

1. Insert a bootable USB flash drive into the target system.
2. Boot the system using a bootable USB flash drive.

3. Block the system kernel module so that NVMe SSD is not occupied by the system driver.
Example: Rocky Linux 9.4

a. When the Installation screen appears, press e key to edit boot command line option.

b. On the edit command window, move the cursor to the end of the line “linux
efi/images/pxeboot/vmlinuz...”, and append “modprobe.blacklist=nvme,mpt3sas”.

c. Press CTRL+X or F10 to start the system.
4. Install the binary driver in a RAID array.

a. When the following window appears during installation. Press CTRL+ALT+F2 to switch to
the shell on console 2.

Rocky

ROCKY LINUX 9.4 INSTALLATION
Linux

Bus Help!
WELCOME TO ROCKY LINUX 9.4.

What language would you like to use during the installation process?

aall
Frangais
Deutsch
A2

X Mana

Espariol

Afrikaans
ATICE
e

Asturianu

pore
English (South Africa)
Enalish (Zambia)

Note: The shortcut to switch to the shell may be different for different Rocky Linux versions.

b. Execute the following command to create a mount point for the USB flash drive.
#mkdir /hptdd

c. Execute the following command to mount the USB flash drive to /hptdd.

#mount /dev/sdal /hptdd/
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d. Execute the following command to copy the binary driver installation file to the system’s
temporary directory.

#cp -a /hptdd/hptdd /tmp/

e. Execute the following command to unmount the USB flash drive.
#umount /hptdd

[Rocky Linux 9.4 (Blue Onyx)
[Kernel 5.14.8-427.13.1.e19_4.xB6_64 on an xB6_64

[anaconda root@localhost /1 mkdir <hptdd

[anaconda root@localhost ~1# mount ~devrsdal ~hptdd.
[anaconda root@localhost /14 cp -a ~hptdd-hptdds tmp~
Lanaconda rootPlocalhost ~1# umount <hptdd~

f.  When the USB flash drive is unmounted, please unplug the USB flash drive from the system.
g. Execute the following command to load the NVMe AIC binary driver.
#sh /tmp/hptdd/rhel-install-step1.sh

[anaconda root@localhost ~1# sh ~tmp-hptddsrhel-install-stepl.sh
Driver Installation
Driver installation step 1 completed.

h. Press ALT+F6 to switch back to the installation screen and continue the installation.

i. Select Installation Destination and click Refresh.

INSTALLATION DESTINATION i ROCKY LINUX 9.4 INSTALLATION

Device Selection
Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's "Begin Installation” button.
Local Standard Disks

28.65GiB

USB SanDisk 3.2Gen1
sda | 9925 KiB free

Specialized & Network Disks

Addadisk...

Disks left unselected here wi

Storage Configuration

O Automatic Custom
=T

j- Select the previously created RAID.

INSTALLATION DESTINATION'
Done

Bevice oet

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's "Begin Installation” button.

Locat Standard Disks

175TiB

v

hptblock0n0p / 1.75 TiB free

Disks et unselected here willnot be touched.
Specalized & Network Disks

Addadisk...

Disk left unselected hre will not be touched.
Storage Configuration
i Custom

Iike to make additional space available.
Encryption
Encrypt my data.
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k. Set Software Selection and choose Server with GUI and Development Tools.

SOFTWARE SELECTION

vone

Base Eoui 1 Additional software for Selected Environment
ym— ST
Bt st o o et sorage
e sy 0 mansg sever it graphil nece, sy s

Anintegrated, easy-to-manage server.
MinimalInstall

Basic functionaliy.

Workstation

Workstation is 2 user-friendly desktop system for laptops and PCs.

Performance Tools

Remote Desktop Clients

Remote Management for Linux
Remote management interfac for Rocky Linux.

Basic building block for a custom Rocky Linux system. Windows File Server

Virtualization Host
Minimal vitualization host

Virtualization Client
Clients for nstalling and managing virtualzation instances.
Virtualization Hypervisor

Smallest possible virtvalization host nstallation.
Virtualization Tools.

Tools for offline virtual image management.

Basic Web Server

‘These toolsallowyou to run a Web server on the syste.

Legacy UNIX Compatibility
c

Console Internet Tools
Console nternet access tools,often used by administrators.

Container Management

Development Taols
Abasic

Tools o develop andjor run NET applications

1. Set the Root Password and create the User to begin the installation.

Rocky INSTALLATION SUMMARY » ROCKY LINUX 9.4 INSTALLATION
Linux B Help!
LOCALIZATION SOFTWARE SYSTEM

Keyboard i inatic
B oty (- e 5 Primtieioics
L i KDUMP
P e (" Rt Ko e
G Time & Date > Network &Host Name
Amercasew York imezane € Unioomn
& SecurityProfile
VS Noprofe seeced

Root Password
O e

® User Creation
O et willbe creoted

e

If the following information is displayed during the installation, select Yes.

The system

Wo
installation?

Could not get stage? ilesystem UUID.

No

m. When the screen shows Install complete! Press CTRL+ALT+F2 to the shell.
n. Execute the following command to copy the binary driver installation file to the system.

#cp -r /tmp/hptdd /mnt/sysimage/tmp/hptdd

0. Execute the following command to switch to the top(/) directory.

#chroot /mnt/sysimage/
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p. Execute the following command to install the NVMe AIC binary driver.

#sh /tmp/hptdd/rhel-install-step2.sh
A message will be displayed that the driver has been installed successfully.

q- Execute the following command to delete the NVMe AIC binary driver file.
#rm -rf /tmp/hptdd

r. Execute the following command to exit the top(/) directory.

ocalhost ~I# cp -r ~tmprshptdd ~mnt-sysimage tmp-hptdd
[anaconda root@localhost ~1# chroot /mmtrsysimage~
[anaconda root@localhost ~1# sh -tmpshptddsrhel-install-stepZ.sh
Driver Installation

pdating 5.14.8-427.13.1.e19_4.x86_64. ..

Driver installation step 2 completed.

[anaconda root@localhost ~1# rm -rf stmpshptdd-
[anaconda root@localhost ~1# exit

exit

s. Press ALT+F6 to switch back to the installation screen and finish the installation.

b G g
Rocky INSTALLATION PROGRESS ROCKY LINUX 9.4 INSTALLATION

Linux Hus

Complete!

L Use

5. If you want to boot from another kernel, please install the NVMe AIC open source driver after
entering the system.

a. Boot the system.

2021 American M

save & Exit

Save Options

Discard Changes and Exit
Save Changes and Reset
save Changes

Discard Changes

Default Options

Restore Upumzed Defaults

save as User Defaults
Restore User Defaults

FET N8 (HRT AMN-f 88 sk Newicel

b. Enter the following command to extract the HighPoint RAID Software package:

#tar zxvf HighPoint NVMe G5 Linux Software vx.X.XX XX XX_XX.tar.gz

[root@localhost Documents]# ta int, G5_RAID_Linux_Softwa 2% - B
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c. Enter the following command to install the HighPoint RAID Software.

ntroller Lin
ired toolchain and util

ookuo
try for UEFL Firm

(bookwo
(bookworm) o
for UEFI Firm

em/default. target s /hpt tor.servic / /sys nonitor . ser

d. Manually restart the system.

e. [Execute the following command to download package information from all configured
sources. (please connect to the internet) to install available upgrades of all packages currently
installed on the system.

.1.el8_4

f. Execute the following command to install available upgrades of all packages currently
installed on the system.

#yum upgrade

[ro

£ yum upg

go on Wed 12 Jun

HighPoint Technologies, Inc 26



HighPoint NVMe RAID AIC BootRAID Installation Guide

7. Install the Debian OS in a RAID array

Please disconnect from the network and follow these steps to install the Debian operating system in a
RAID array.

1. Insert a bootable USB flash drive into the target system.
2. Boot the system using a bootable USB flash drive.

3. Block the system kernel module so that NVMe SSD is not occupied by the system driver.
Example: Debian 12.5

a. When the Installation screen appears, press e key to edit boot command line option.

© debian 12

1% UEFL Installer menu

Graphical install

ler menu .

b. On the edit command window, move the cursor to the end of the line “linux
/install.amd/vmlinuz...”, and append “modprobe.blacklist=nvme,mpt3sas”.

GRUE Command line

c. Press CTRL+X or F10 to start the system.
4. Install the binary driver in a RAID array.

a. When the following window appears during installation. Press Ctrl+ALT+F2 to switch to the
shell on console 2.
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© debian 12

Partition disks

The installer can guide you through partitioning a disk (using different standard schemes) or, if you prefer,
you can do it With guided partitioning you will still have a chance later to review and customise the
results.

If you choose guided partitioning for an entire disk, you will next be asked which disk should be used.
Partitioning method:

Guided - use entire disk and set up LVM
Guided - use entire disk and set up encrypted LVM
Manual

Screenshot Go Back [ Continue ‘

Note: The shortcut to switch to the shell may be different for different Ubuntu versions.

b. Press Enter to activate this console.

Flease press Enter to activate this console.

BuzyBox v1.35.0 (Debian 1:1.35.0-4+b3) built-in shell Cash)
Enter *help’ for a list of built-in commands.

c. Execute the following command to create a mount point for the USB flash drive.

#mkdir /hptdd

d. Execute the following command to mount the USB flash drive to /hptdd.
#mount /dev/sdal /hptdd/

e. Execute the following command to copy the binary driver installation file to the system’s

temporary directory.
#cp -a /hptdd/hptdd /tmp/

f. Execute the following command to unmount the USB flash drive.

#umount /hptdd
nkdir ~hptdd-

mount sdevrssdal <hptdd~

cp —a <hptdd-hptdds ~tmps
umount shptdd~

g. When the USB flash drive is unmounted, please unplug the USB flash drive from the system.

h. Execute the following command to load the NVMe AIC binary driver.

#sh /tmp/hptdd/preinst.sh
# sh stmp-shptdd-preinst.sh

Thiz =tep succeeded!?

i. Press CtrI+ALT+FS5 to switch back to the installation screen and continue the installation.
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j-  Click the Go Back first, then click Detect disks and Continue to detect the hptnvme disk.

© debian 12

Partition disks

The installer can guide you through partitioning a disk (using different standard schemes) o, if you prefer,
you can do it With guided partitioning you will still have a chance later to review and customise the
results.

If you choose guided partitioning for an entire disk, you will next be asked which disk should be used.
Partitioning method:

‘Guided - use entire disk and set up LVM
‘Guided - use entire disk and set up encrypted LVM
Manual

| Screenshot

Debian installer main menu

Choose the next step in the install process:

Configure the keyboard

[2)

Detect and mount installation media

Load installer components from installation
Detect network hardware
Configure the network

Set up users and passwords

Configure the clock

Install the base system
Configure the package manager
Select and install software
Install the GRUB boot loader
‘Continue without boot loader
Finish the installation

Change debconf priority

Check the integrity of installation media

| Screenshot

k. Select the previously created RAID.

© debian 12

Partition disks
This is an overview of your currently configured partitions and mount points. Select a partition to modify its settings (file
system, mount point, etc.), a free space to create partitions, or a device to initialize its partition table.
Guided partitioning

Configure iSCSI volumes

/dev/hptblock11nop

Undo changes to partitions

Finish partitioning and write changes to disk

| screenshot | | Help ‘ Go Back
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l.  When the screen shows Install complete! Press CtrI+ALT+F2 to the shell and type the
following command to install the NVMe AIC binary driver.

#sh /tmp/hptdd/postinst.sh

# sh stmpshptdd-/postinst.sh

[Runming in chroot, ignoring request.

[Running in chroot, ignoring request.

Generating grub configuration file ...

[Found background image: -susrrsharersimagessdesktop-basersdesktop—grub.png
[Found linux image: ~bootsumlinuz-6.1.0-18-amdb4

[Found initrd image: sbootsinitrd.img-6.1.0-18-amd64
arning: os-prober will not be executed to detect other bootable partitioms.
[Systens on them will not be added to the GRUB boot configuration.
heck GRUB_DISABLE_OS_PROBER documentation entry.
one
e have completed the driver installation.
#

A message will be displayed that the driver has been installed successfully.

m. Press CtrI+ALT+F5 to switch back to the installation screen and finish the installation.

© debian 12

Finish the installation

Installation complete
Installation is complete, so it is time to boot into your new system. Make sure to remove the
ins(allari.In media, so that you boot into the new system rather than restarting the installation.

Please choose <Continue> to reboot.

Screenshot GoBack || Continue |

5. If you want to boot from another kernel, please install the NVMe AIC open source driver after
entering the system.

a. Boot the system.

Ame

Main t Save & Exit

Save Options

Save Changes and Reset
Save Changes
Discard Changes

Default Options

Restore Optimized Defaults
Save as User Defauits
Restore User Defaults

Font Ouerride

|debian (HPT wDo-0 SCSI Disk Device) |

g. Enter the following command to extract the HighPoint RAID Software package:
#tar zxvf HighPoint NVMe G5 Linux Software vx.
3 ] e 1

X.XX XX XX_XX.tar.gz
ned# t i 1 oy

2 1 ;
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h. Enter the following command to install the HighPoint RAID Software.

run_hptund

i. Manually restart the system.

b. Execute the following command to download package information from all configured

sources. (please connect to the internet) to install available upgrades of all packages currently
installed on the system.

c. Execute the following command to install available upgrades of all packages currently
installed on the system.

#apt-get upgrade
1t ] g

# apt-get ur
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8. Trouble shooting

8.1. Fail to compile gcc, make and other driver files
8.1.1. For Debian

1.

Description of the Problem

When installing the driver, due to various factors, driver files such as gee and make cannot be
compiled, thus interrupting the driver installation process:

root@debian: /home/test/Documents# ./setup.bin

verifying archive integrity... A1l good.

Uncompressing HighPoint NVMe RAID Controller Linux Open Source package installer..............................
hecleogeaad sl LG atiikadaal chain and utility ...

[nstalling program make (failed)

Installing program gcc

ouna program per

Found program wget (/usr/bin/wget)

old pcie_aspm=off iommu=off intel_iommu=off amd_iommu=off

new pcie aspm=off iommu=off intel iommu=off amd iommu=off

Synchronizing state of hptdrv-monitor.service with SysV service script with /lib/systemd/systemd-sysv-install.
Executing: /lib/systemd/systemd-sysv-install enable hptdrv-monitor

update-rc.d: warning: enable action will have no effect on runlevel 1

Toolchain to built the driver is incomplete, please install the missing package to build the driver.

Exit.

Cause of the Problem
The system is not connected to a network (internet connection).

Solution

a. Ensure that the network is properly connected.
b. Reinstall the HighPoint software.

If the following occurs after the network connection and reinstall driver:
root@debian: /home/test/Documents# ./setup.bin
Verifying archive integrity... All good.
Uncompressing HighPoint NVMe G5 RAID Linux Seftware package installer.......
Verifying archive integrity. All good.
Uncompressing HighPoint NVMe RAID Contreoller Linux Open Source package installer.................
Checking and installing required toolchain and utility ...
Installing program gcc ...
Media change: please insert the disc labeled
'Debian GNU/Linux 12.5.@ _Bookworm_ - Official amd64 DVD Binary-1 with firmware 2024@21@-11:28'
in the drive '/media/cdrom/' and press [Enterx]

This problem can be caused by a lack of dependency packages:

Solution:
a. To install using the CD-ROM: insert the CD-ROM back and press Enter.
b. To install using the USB flash drive:
a) The system needs to be resourced. For details, please refer to the official website file:

https://www.debian.org/doc/manuals/debian-fag/uptodate.en.html
b) Open the system terminal with root privileges and enter the following command:

#nano /etc/apt/sources.list
c) Replace the contents of the file with the following illustration
deb https://mirrors.tuna.tsinghua.edu.cn/debian/ bookworm main contrib non-free non-
free-firmware

# deb-src https://mirrors.tuna.tsinghua.edu.cn/debian/ bookworm main contrib non-free
non-free-firmware

deb https://mirrors.tuna.tsinghua.edu.cn/debian/ bookworm-updates main contrib non-free

non-free-firmware

# deb-src https://mirrors.tuna.tsinghua.edu.cn/debian/ bookworm-updates main contrib
non-free non-free-firmware

deb https://mirrors.tuna.tsinghua.edu.cn/debian/ bookworm-backports main contrib non-
free non-free-firmware
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# deb-src https://mirrors.tuna.tsinghua.edu.cn/debian/ bookworm-backports main contrib

non-free non-free-firmware

Note: See the mirror list at https://www.debian.org/mirror/list for more information.

d) apt-get update

root@test:/home/test/Documents# nano /etc/apt/sources.list

root@test:/home/test/Documents# apt-get update

Get:1 https://mirrors.tuna.tsinghua.edu.cn/debian bullseye InRelease [116 kB]

Get:2 https://mirrors.tuna.tsinghua.edu.cn/debian bullseye-updates InRelease [44.1 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye-backports InRelease [49.0 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian-security bullseye-security InRelease [48.4 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/non-free Sources [81.2 kB
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/main Sources [8,633 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/contrib Sources [43.2 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/main amd64 Packages [8,184 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/main Translation-en [6,239 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/main amd64 DEP-11 Metadata [4,049 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/main DEP-11 48x48 Icons [3,478 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/main DEP-11 64x64 Icons [7,315 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/contrib amd64 Packages [50.6 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/contrib Translation-en [46.9 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/contrib amd64 DEP-11 Metadata [13.6 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/contrib DEP-11 48x48 Icons [47.2 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/contrib DEP-11 64x64 Icons [93.3 kB]
https://mirrors.tuna. tsinghua. edu.cn/debian bullseye/non-free amd64 Packages [97.7 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/non-free Translation-en [92.4 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/non-free amd64 DEP-11 Metadata [17.9 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/non-free DEP-11 48x48 Icons [741 B]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye/non-free DEP-11 64x64 Icons [27.7 kB
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye-updates/main Sources [3,588 B]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye-updates/main amd64 Packages [6,344 B]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye-updates/main Translation-en [5,890 B]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye-backports/main Sources [314 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye-backports/non-free Sources [3,996 B]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye-backports/contrib Sources [2,712 B]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye-backports/main amd64 Packages [341 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye-backports/main Translation-en [281 kB]
https://mirrors. tuna. tsinghua.edu.cn/debian bullseye-backports/contrib amdé4 Packages [4,400 B]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye-backports/contrib Translation-en [4,320 B]
https://mirrors.tuna. tsinghua. edu.cn/debian bullseye-backports/non-free amd64 Packages [11.5 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian bullseye-backports/non-free Translation-en [8,960 B]
https://mirrors. tuna. tsinghua.edu. cn/debian-security bullseye-security/main Sources [160 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian-security bullseye-security/non-free Sources [632 B]
https://mirrors.tuna.tsinghua.edu.cn/debian-security bullseye-security/main amd64 Packages [189 kB
https://mirrors.tuna.tsinghua.edu.cn/debian-security bullseye-security/main Translation-en [119 kB]
https://mirrors.tuna.tsinghua.edu.cn/debian-security bullseye-security/non-free amd64 Packages [528 B]
Get:40 https://mirrors.tuna.tsinghua.edu.cn/debian-security bullseye-security/non-free Translation-en [344 B]
Fetched 40.2 MB in 3min 13s (208 kB/s)

Reading package lists... Done

root@test:/home/test/Documents# []

SUGNAUN PO VRN VA UNFORRNOURLNE®

©

e) Reinstall the HighPoint software.

8.1.2.For RHEL

1. Description of the Problem

When installing the driver, due to various factors, driver files such as gec and make cannot be

compiled, thus interrupting the driver installation process:

sing HighPoint Linux Open Source packal e

herking and inctalling e nlchain and utility
[nstalling program make
Installing program

Or a prompt with subscription-manager repos:

compile:default boot kernel: /boot/vmlinuz- NG 36 641
dumpkernels:kernel installed

kernel- I . 566/

dumpkernels:kernel-devel installed

kernel-devel- NN . 55 64

dumpkernels:repo list kernel-devel

dumpkernels:end

installlib centos elfutils-libelf-devel

There are no enabled repos.

Rup "vum repolist all" to s the repos vou hav

To enable Red Hat Subscription Management repositories:
subscription-manader repos spable <repo>

To enable custom repositories:
yvum-config-manager --enable <repo>

compile:some build tools are missing.

2. Cause of the Problem

The system is not connected to a network (internet connection) or this is not registered.

3. Solution
a. Ensure that the network is properly connected.

b. Go to the Red Hat website and register an account: Register for | Red Hat IDP
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c. Open the system terminal with root privileges.
d. Enter the following command to log in:

#subscription-manager register --username==*** --password=*** --auto-attach

= --auto-attach

. /setup.bin

root@
Verifying archive integrity... All good.
Uncompressing HighPoint NVMe RAID Controller Linux Open Source package installer

1ired toolchain and utility ...
Installing program make ... done
Installing program gcc ... done
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9. Revision History

Version 1.00, June 24, 2024

Initial version.
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